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Abstract: Software Defect Prediction using data mining techniques is one of the best practices for 
finding defective modules. The on hand classification techniques can be used for efficient knowledge 
discovery on class balance datasets.  The data in the real world are not completely balance in nature as 
any one of the class predominantly increases in ratio with other class. This type of data sources are 
known as class imbalance or skewed data sources. The defect prediction rate for the class imbalance 
datasets reduces with the increases in the class imbalance nature. The proposed algorithms consists of 
a novel oversampling, under sampling techniques implemented by removing noisy and weak instances 
from both majority and minority for better performance of class imbalance data streams. We conduct 
experiments on software defect datasets with class imbalance nature on three methods using four 
evaluation measures. The generated results suggest that the problem of class imbalanced software 
defect datasets can be effectively solved. 
 
Index Terms—Knowledge Discovery, Software Defect datasets, Imbalanced data. 
 

 1. Introduction 
 
Software engineering is the process of building software with the desired properties of the 
user. The complete process of software engineering consists of different phases such as 
requirement analysis, designing, coding and testing. The complete or exhaustive testing for 
finding all the errors in the software modules is a tedious job.          
 
The performances of the existing algorithms on software defect prediction are not capable 
enough for mitigating the issues regarding class imbalance learning. There is a good 
gap/scope for need of novel algorithms for effective learning of software defect prediction on 
real world class imbalance data sources. The in depth understanding of the class imbalance 
nature such as class disjunct, class drift, class imbalance ratio, boarder line instance 
overlapping etc are to be studied for effective problem solution. The proposed novel 
algorithms have taken under consideration different perspectives and scenarios for complete 
solution of the class imbalance problem in software defect prediction.     
 
The remainder of the paper is as follows: The main recent works related to software defect 
prediction are presented in section 2. The frameworks of the comparative approaches are 
present in the section 3. The experimental methodology, evaluation criteria’s and results 
discussion is done in the section 4 and 5 respectively. The conclusion and future work is 
presented in section 6.   
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2. Related work: 

Abeer S. Desuky et al., [1] have proposed a novel method using the concept of simulated 
annealing and under sampling techniques on various tasks for classification algorithm. Sahar 
K. Hussin et al., [2] have proposed the combination of minority sampling using SMOTE and 
k-means algorithm for improved predictive accuracy for majority and minority class. Moses 
A. Agebureet al., [3] have setup a software data set approach for class imbalance software 
defects analysis exclusively for better identification of software defect modules. 
SatyaSrinivasMaddipataet al., [4] have proposed a new approach for class imbalance learning 
using kernel principal component analysis and cost sensitive approach for dimensionality and 
class imbalance reduction.    
 
Shamsul Hudaet al., [5] have proposed a novel software defect prediction ensemble model 
using oversampling technique for accurate prediction of defective minority samples. Victoria 
Lopez et al., [6] have introduced approaches for effective solutions regarding data intrinsic 
issues such as over lapping classes, borderline instances and small discounts etc.Ashwini N et 
al., [7] have investigated the effects of class imbalance nature on software defect prediction 
datasets on various under sampling approaches.Peter Gnipet al., [8] have proposed an 
effective synthetic and adaptive oversampling technique for effective outlier detection.   
 
SikhaBaguiet al., [9] have investigated different re-sampling effect on class imbalance 
datasets using artificial neural network multi class classifier.Pradeep Kumaret al., [10] have 
presented a detailed view of different approaches for class imbalance data in improving the 
performance of both majority and minority sub classes. Minh ThanhVo et al., [11] have 
presented different techniques for identification of fake jobs from original ones which are in 
the class imbalance nature by using stop words and different unique techniques. 
 
Ge Song et al., [12] have proposed ensemble clustering framework for textual imbalance data 
especially with concept drift by performing chunk based reuse of rare class instances.K. Sri 
Kavya et al., [13] have proposed an ensemble based deepboost classifier to predict software 
defect modules under scenario of class imbalance nature and high dimensionality.Cui Yin 
Huang et al., [14] have reviewed and compared effect of different re-sampling and decision 
tree classifiers on class imbalance data sources. The study also focuses on cost sensitive 
approaches to handle the class imbalance problem. M. Mostafizur Rahman et al., [15] have 
proposed an improved under sampling approach for applicability on cardio vascular 
data.Mateusz Ochal et al., [16] have performed analysis on few shot learning algorithms for 
solving the class imbalance learning problem. 
 
 

3. Proposed Algorithms: 

3.1 Improved Correlation Over Sampling (ICOS): 

This approach uses the novelty of improved correlation based strategy for up sampling of 
minority subset of instances for improved performance of software defect datasets. Wang 
[20] have conducted an in depth study on class imbalance datasets of software defect 
prediction.    
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The proposed ICOS algorithm is summarized as below. 
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3.2 Under Sampling Strategy (USS): 

The proposed USS algorithm is summarized as below. 
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3.3 Improved Integrated Sampling Strategy for Software Defect Prediction (IISS) 
The detailed procedure of IISS is given in the form of algorithm as follows. 
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Figure 1. Framework of Improved Integrated Sampling Strategy (IISS) 

 

4. Methodology  
Table 1 Details of the seventeen datasets used in the study     

    

_________________________________________________________________________________ 

No.  Name   #Features # Modules  # Defects  IR () 

_________________________________________________________________________________ 

1  AR1   29  121   9   13.4 

2  AR3   29  63   8   7.87 

3  AR5   29  36   8   4.5 

4  CM1   37  327   42   7.78 

5  DATATRIEVE  9  130   11   11.81 

6  DESHARNAIS  11  81   10   8.1 

7  JM1   21  7782   1672   4.65 

8  KC1   21  2109   326   6.46 

9 KC1-DEFECTIVE  94 145  60  2.41 

10  KC1-TOP5   94  145   8   18.12 

11  KC3   39  194   36   5.38 

12  MC1   38  1988   46   43.21 

13  MC21  39  125   44   2.84 

14  MW1  37  253   27   9.37 

15 PC1   37  705   61   11.55 

16  PC3   37  1077   134   8.03 

17  REUSE   27  24   9  2.66 

_________________________________________________________________________________ 
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5. Results and Discussion: 

The experimental results of comparative study is presented in table 3,,4, 5and 6. The 

results suggest that IISS algorithm have performed better for all the datasets on the 

compared ICOS and USS algorithms. The reasons for better performance is both the up 

sampling and down sampling are integrated in the IISS algorithm. 
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Table 3 Results of IISS model on SDP datasets in terms of AUC 
 ___________________________________________________________________________ 

Data set   ICOS  USS   IISS  
___________________________________________________________________________ 
AR1    0.794 ± 0.232   0.722±0.251    0.936±0.130 
AR3    0.836 ±0.202 0.793±0.252  0.893±0.171  
AR5    0.847 ±0.184 0.853±0.272  0.926±0.156 
DATATRIEVE   0.500 ±0.000   0.500±0.000    0.772±0.095 
DESHARNAIS   0.787 ±0.136   0.812±0.180  0.844±0.132 
KC1    0.817 ±0.031 0.785±0.040    0.888±0.021 
KC1-DEFECTIVE  0.771 ±0.099   ---------  0.860±0.092 
KC1-TOP5PER   0.754 ±0.263   ---------  0.921±0.146 
KC3    0.761 ±0.104   0.714±0.142  0.819±0.093 
MC1    0.759 ±0.111   0.855±0.114    0.918±0.057 
MC21    0.701 ±0.123   0.671±0.178    0.821±0.105 
MW1    0.688 ±0.132   0.721±0.146    0.865±0.080 
PC1    0.816 ±0.087   0.841±0.084    0.922±0.038 
PC3    0.753 ±0.093   0.766±0.073    0.874±0.039 
REUSE    0.969 ±0.093 0.989±0.105    0.995±0.050 
___________________________________________________________________________ 
Bold face value indicate the best performing algorithm  
 

 
Table 4 Results of IISS model on SDP datasets in terms of Precision 
 ___________________________________________________________________________ 

Data set   ICOS  USS   IISS  
___________________________________________________________________________ 
AR1    0.944 ±0.055   0.954±0.046    0.954±0.054 
AR3    0.924 ±0.098 0.924±0.100  0.917±0.116  
AR5    0.895 ±0.147   0.898±0.177  0.876±0.210 
DATATRIEVE   0.844 ±0.026   0.912±0.022  0.838±0.027 
DESHARNAIS   0.773 ±0.140   0.778±0.176    0.788±0.166 
KC1    0.870 ±0.024   0.878±0.011  0.864±0.016 
KC1-DEFECTIVE  0.786 ±0.080   ---------  0.801±0.082 
KC1-TOP5PER   0.515 ±0.412   ---------  0.635±0.402 
KC3    0.770 ±0.146 0.463±0.294    0.706±0.148 
MC1    0.627 ±0.221   0.670±0.336    0.780±0.172 
MC21    0.726 ±0.130   0.555±0.247    0.752±0.117 
MW1    0.643 ±0.223   0.368±0.325    0.685±0.188 
PC1    0.658 ±0.138   0.526±0.214    0.704±0.125 
PC3    0.481 ±0.194   0.376±0.156    0.626±0.079 
REUSE    0.957 ±0.133 0.910±0.206     0.935±0.183 
________________________________________________________________________________ 
Bold face value indicate the best performing algorithm 
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Table 5 Results of IISS model on SDP datasets in terms of Recall  
 ___________________________________________________________________________ 

Data set   ICOS  USS   IISS 
___________________________________________________________________________ 
AR1    0.973 ±0.053 0.996±0.020  0.985±0.044   
AR3    0.959 ±0.092 0.936±0.120  0.925±0.133  
AR5    0.863 ±0.203   0.910±0.203  0.847±0.249   
DATATRIEVE   1.000 ±0.000   1.000±0.000  1.000±0.000   
DESHARNAIS   0.855 ±0.155   0.771±0.215    0.778±0.195 
KC1    0.870 ±0.037   0.953±0.015  0.932±0.019   
KC1-DEFECTIVE  0.930 ±0.077 ---------  0.910±0.083   
KC1-TOP5PER   0.570 ±0.421   ---------  0.635±0.401 
KC3    0.606 ±0.179   0.412±0.257    0.689±0.163 
MC1    0.351 ±0.174   0.433±0.257    0.467±0.174 
MC21    0.642 ±0.155   0.524±0.258    0.809±0.129 
MW1    0.509 ±0.212   0.330±0.288    0.609±0.194 
PC1    0.590 ±0.151   0.363±0.182    0.649±0.140 
PC3    0.381 ±0.210   0.261±0.120    0.634±0.103 
REUSE    0.995 ±0.050 0.985±0.111    0.990±0.100   
_____________________________________________________________________________ 
Bold face value indicate the best performing algorithm 

 
 
Table 6 Results of IISS model on SDP datasets in terms of F-measure  
 _____________________________________________________________________________ 

Data set   ICOS  USS   IISS 
___________________________________________________________________________ 
AR1    0.956 ±0.037   0.974±0.028  0.968±0.036   
AR3    0.937 ±0.079 0.923±0.086  0.913±0.099  
AR5    0.858 ±0.146   0.883±0.161  0.835±0.198   
DATATRIEVE   0.915 ±0.016   0.954±0.013  0.912±0.016   
DESHARNAIS   0.799 ±0.108 0.754±0.158    0.765±0.145   
KC1    0.869 ±0.017   0.914±0.009  0.896±0.012   
KC1-DEFECTIVE  0.848 ±0.055   ---------  0.849±0.064 
KC1-TOP5PER   0.513 ±0.384   ---------  0.607±0.369 
KC3    0.660 ±0.138   0.405±0.220    0.685±0.125 
MC1    0.427 ±0.167   0.497±0.256    0.563±0.156 
MC21    0.671 ±0.121   0.519±0.223    0.772±0.095 
MW1    0.534 ±0.166   0.320±0.251    0.623±0.150 
PC1    0.612 ±0.120   0.409±0.170    0.667±0.108 
PC3    0.403 ±0.182   0.301±0.124    0.626±0.077 
REUSE    0.969 ±0.092 0.933±0.157    0.953±0.142 
_____________________________________________________________________________ 
Bold face value indicate the best performing algorithm 

The AUC evaluation metric is one of the popular metric used in many benchmark research 

studies of class imbalance nature on software defect prediction datasets. The AUC results of 

the IISS algorithm are far better than the ICOS and USS algorithm for all the datasets. 

Precision, Recall and F-measure are the some of the other well known criteria used for 

evaluation on software defect prediction for class imbalance learning. The performance of 

IISS was also good on almost all the datasets in comparison with ICOS and USS. We can 

conclude that IISS approach is one of the best approaches for effective knowledge discovery 

for software defect prediction of class imbalance datasets. 
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6. Conclusion: 

In this paper, novel software defect classification algorithms are compared with each other to 

find their respective strengths and limitations. This method uses unique oversampling and up 

sampling strategies for efficient solution of class driftsin data streams. Empirical results have 

shown that the proposed algorithms are effective in terms of AUC, accuracy, precision and f- 

measurethan other compared approaches.  
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